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Forecasting Earthquake Magnitude and Epicenter by
Incorporating Spatiotemporal Priors Into

Deep Neural Networks
Jie Liu , Tong Zhang , Chulin Gao, and Peixiao Wang

Abstract— Forecasting earthquake magnitude and epicenter
is of great significance for disaster management and hazard
mitigation. Existing machine learning (ML)-based earthquake
forecasting has faced two shortcomings: limited historical earth-
quake samples for training and lack of explicit consideration
of seismic prior knowledge. We propose a novel spatiotemporal
prior-informed deep network (STPiDN) that incorporates seismic
spatiotemporal prior knowledge into deep neural networks using
limited historical earthquake samples. In our method, a physics-
informed recurrent graph network (PRGN) is developed to
extract representations of observed earthquake precursor data
in a physics-informed manner. In order to make prior-guided
earthquake predictions, we develop seismic prior knowledge acti-
vation layers that combine earthquake event representations with
prior knowledge (e.g., fault distribution) through activation gates.
An adaptive multitask loss function is proposed to achieve joint
magnitude and epicenter forecasting with the consideration of
alleviating the magnitude and epicenter imbalance problem. Our
empirical evaluation results show that the proposed forecasting
method outperforms several competing methods on a real-world
earthquake dataset, proving that physics-informed prediction
methods have the potential to capture complex earthquake
patterns using limited training samples.

Index Terms— Earthquake forecasting, epicenter, physics-
informed recurrent graph network (PRGN), seismic prior
knowledge.

I. INTRODUCTION

EARTHQUAKES are formidable natural disasters that can
cause massive human casualties and economic losses.

Timely earthquake prediction is of considerable importance
for disaster response and management [1], [2], [3] and has
attracted extensive research attention [4], [5]. The prediction
of future earthquake occurrence, magnitude, and epicenter is of
great significance for effective earthquake hazard mitigation.
Most existing studies have focused on occurrence prediction
[6], [7] or magnitude prediction [8], [9], [10]. There is little
research on the joint prediction of earthquake occurrence,
magnitude, and epicenter.
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Statistical methods, such as the aftershock-sequence model
[11] and probabilistic analysis [12], have been widely used
for earthquake prediction. However, statistical methods usually
require prior knowledge of data distribution, which is difficult
to determine [12]. Advanced machine learning (ML) tech-
niques have been used in earthquake engineering [13], [14],
such as ground motion prediction using artificial neural net-
work [15] and the control of seismic structural control system
via reinforcement learning [16]. Acoustic and Electromagnetic
Testing All in one system (AETA) team has been working on
earthquake prediction for more than ten years. Starting from
designing sensors and building observation stations, the AETA
team has gradually developed the AETA dataset for earth-
quake prediction studies [17]. Based on the AETA dataset,
ML techniques have been used for earthquake prediction and
achieved promising results. Principal component analysis was
used to extract the main components of the low electro-
magnetic feature from multiple stations and light gradient
boosting (LGB) machine was used to predict the occurrence
of earthquakes [18]. Convolutional neural network (CNN) was
used for earthquake magnitude prediction based on AETA
3-D feature maps and outperformed classical computer vision
methods (e.g., Resnet and VGG) [19].

In the literature, ML-driven earthquake prediction methods,
such as random forests [8], [20], logistic regression [21],
artificial neural network [22], [23], and support vector machine
[24], [25], have been applied for earthquake prediction due
to their capabilities to capture hidden patterns of earthquake
occurrence [26]. More recently, deep learning methods, such as
deep neural networks [4], [27], CNN [28], [29], and long-short
term memory [30], [31], have gained momentum. Some recent
earthquake prediction methods used seismic data from one
single station, such as the regression of earthquake location
using Bayesian neural networks [32] and the prediction of epi-
central distance, depth, and magnitude using complex neural
networks [33]. These two studies predict earthquakes within
350 km of one single station. In these methods, seismic prior
knowledge is mainly used implicitly in the form of model
inputs (e.g., [6], [22]), which may not be fully utilized in
a physics-informed manner. In addition, the fault distribution
priors and the physical laws of earthquakes are not adequately
considered in these ML methods [6], [8].

The challenges and shortcomings of current ML earthquake
prediction methods are summarized as follows.
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1) Based on limited historical training samples, it is difficult
to train robust predictors to generalize occurrence patterns and
prior knowledge.

2) They usually do not explicitly account for seismic prior
knowledge, such as fault distribution, historical earthquake
representations, and physical laws, which may prevent these
methods from producing accurate and robust results. For
example, the magnitude and epicenter of an earthquake are
closely related to the nearby fault activities because earth-
quakes are usually caused by the stress accumulation and
rupture of faults [34].

To alleviate the above problems, we propose a multitask
deep learning method, called spatiotemporal prior-informed
deep networks (STPiDN), which integrates spatiotemporal
seismic priors to predict the magnitude and epicenter of earth-
quakes. Priors mainly include wave equation, spatial distribu-
tion of faults, conditional probability of earthquake recurrence,
and historical earthquake representations, which are incorpo-
rated in the core components of STPiDN: a physics-informed
recurrent graph network (PRGN) and seismic prior knowledge
activation layers. Using the physical law of wave equation
as priors, the PRGN embeds observed earthquake precursor
data (e.g., electromagnetic and geoacoustic data provided by
AETA) into the event representations for predicting future
earthquakes. The seismic prior knowledge activation layers are
used to incorporate prior knowledge (e.g., spatial distribution
of faults, conditional probability of earthquake recurrence, and
historical earthquake representations) into the learned earth-
quake event representations. The entire earthquake prediction
method is implemented in an end-to-end learning framework
using an adaptive multitask loss function to jointly predict the
magnitude and epicenter of future earthquakes.

The contributions of this study are summarized as follows.
1) We present an STPiDN for predicting earthquake magni-

tude and epicenter using an end-to-end unified learning
scheme that integrates seismic prior knowledge to model
complex physical earthquake processes.

2) A PRGN for representing historical earthquake events
is developed. Inspired by the physical law of wave
equation, we design a novel update function to extract
representations of observed earthquake precursor data in
a physics-informed manner.

3) We develop seismic prior knowledge activation layers
that combine earthquake event representations with prior
knowledge through activation gates, which facilitates
the extraction of useful information for earthquake
prediction.

4) Evaluation results on a real-world earthquake dataset
demonstrate that the proposed STPiDN can accurately
forecast the occurrence of earthquakes with an F1 score
of 0.778 and a minimum mean epicenter offset of
271 km, outperforming several existing baselines.

II. RELATED WORK

A. Earthquake Prediction

Existing earthquake prediction methods can be classified
into statistical and ML methods. Typical statistical methods

include epidemic-type aftershock-sequence [11] and proba-
bilistic analysis models [12]. Assuming specific data distribu-
tions, these methods are difficult to determine the optimal data
distribution because the occurrence patterns of earthquakes
vary in space and time [12]. Recently, ML methods have
been extensively applied for earthquake prediction by virtue of
their potential capabilities to model earthquake patterns [26].
Typical ML-driven earthquake prediction methods include
LGB [18], random forests [8], [20], logistic regression [21],
artificial neural network [22], [23], support vector machine
[24], [25], and, more recently, deep learning methods, such as
deep neural networks [4], [27], CNN [28], [29], and long-short
term memory [30], [31]. Seismic prior knowledge has been
mainly used in ML-driven earthquake prediction in the form
of inputs. For example, the b-value, which is the slope of
Gutenberg–Richter’s law curve [35], has been used as an
input to ML-driven earthquake prediction methods [6], [22].
However, the prior knowledge of fault distribution, earthquake
representations, and the physical law of earthquakes has rarely
been explicitly incorporated into ML methods. In this article,
we attempt to integrate more comprehensive spatiotemporal
prior knowledge in deep neural networks, aiming to improve
the accuracy of earthquake prediction.

In terms of training data used in ML methods, researchers
mainly use earthquake catalogs and indicators derived from
earthquake catalogs [6], [22]. Some earthquake predictors use
potential earthquake precursors, such as ionospheric precursors
[36]. A few studies adopt a mixed data strategy by using both
earthquake precursors and earthquake catalogs [37]. Following
the mixed data strategy, the proposed method uses observed
electromagnetic and geoacoustic data and historical earthquake
data.

Some recent earthquake prediction methods used seismic
data from one single station and predict earthquakes within
350 km of one single station [32], [33]. In our study, we predict
future earthquakes in a large region (900 km × 1300 km)
based on the data from 95 stations. The full consideration of
spatiotemporal correlations of seismic data from multiple sta-
tions may help capture the potential precursor information of
earthquakes, which may be beneficial to earthquake prediction
tasks.

B. Deep Learning-Driven Spatiotemporal Prediction

In the past few years, an increasing number of studies
have used deep learning methods for spatiotemporal pre-
diction, which have the advantage of capturing the hidden
patterns inherent in spatiotemporal processes through an end-
to-end learning framework. The current state-of-the-art deep
learning-driven prediction methods use hybrid architectures
that use convolutional or graph neural networks to capture
spatial correlations and use recurrent neural networks to
learn temporal dynamics (e.g., [38], [39], [40], [41]). Deep
learning methods may face some limitations in spatiotemporal
prediction, such as the need for sufficient data to guarantee
performance and generalization, the inability to satisfy phys-
ical constraints, and the difficulty in interpreting results [42],
[43]. These issues have motivated many studies to develop
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physics-informed deep learning methods that incorporate prior
knowledge as physical constraints to improve the robustness
and physical consistency of conventional deep learning models
[44], [45].

Prior knowledge can be explicitly incorporated into deep
networks from the perspectives of training data, model archi-
tecture, loss function, and outputs [43]. Prior knowledge can
be integrated as additional information sources of training
data. For example, the b-value in Gutenberg–Richter’s law
can be used as an input for earthquake prediction [6], [22].
Some researchers have used specific types of prior knowledge
to design the architecture of deep learning network models
[46], [47]. For example, Ling et al. [48] integrated invariant
tensor basis from physical laws to embed Galilean invariance
for the prediction of fluid anisotropy tensors. Chattopadhyay
et al. [49] developed an equivariance-preserving deep spatial
transformer for data-driven weather prediction. Prior knowl-
edge can also be integrated into loss functions, such as the
loss of energy conservation for lake temperature prediction
[50] and the loss that describes the residuals of the governing
partial differential equations for super-resolution of turbulent
flows [51]. This study integrates comprehensive seismic prior
knowledge (e.g., fault distribution, earthquake representations,
and physical laws) into deep neural networks by developing
novel network structures and loss functions.

III. METHODOLOGY

A. Problem Formulation and the Overall Framework

In this article, our task is to predict the magnitude and
epicenter of the largest earthquake (above magnitude 3.5) in
the study region in the t + 1 week using historical earthquakes
and observed precursor data (electromagnetic and geoacoustic
data) in the t week. The earthquake prediction task can be
formulated as

q̂ t+1 = F
{
φ
(
q1

t , . . . ,q
nq
t

)
,[O1, . . . ,O l , . . . ,O7]t , pkt

}
(1)

where q̂ t+1 ∈ R3 represents the predicted vector of the
largest earthquake’s magnitude, epicenter longitude, and lat-
itude in the study region in the t + 1 week. qnq

t represents
the vector of the last nq th earthquake’s magnitude, epicenter
longitude, and latitude before the t + 1 week. Note the
occurrence time of the earthquake in qnq

t may be before the t
week because of low occurrence rate. φ(·) is a function that
extracts h-dimensional explicit and implicit features from the
last nq earthquakes. O l ∈ RN×k is a matrix that records the
k-dimensional observed precursor data of N observation sta-
tions on the lth day of the t th week. pkt consists of prior
knowledge that can be available before the t + 1 week: faults,
conditional probability of earthquake recurrence, and historical
earthquake representations. The first two priors are processed
as gridded data with a spatial resolution of 0.25◦. The last
one is in vector form with a dimension of ne × 64. ne

is the number of used historical earthquake representations.
Earthquake representation has a dimension of 64. F(·) is a
data-driven learnable prediction function. After obtaining the
magnitude prediction, we can determine whether an earth-
quake with magnitude greater than 3.5 will occur in the study
region in the following week.

The workflow of the proposed method is shown in Fig. 1.
The method consists of two modules as follows.

1) The earthquake event representation module produces
event-oriented embeddings for each earthquake event using
observed precursor data and historical earthquakes. The mod-
ule uses an auxiliary task to divide the earthquake representa-
tion into magnitude representation and epicenter representation
to facilitate the search for similar earthquake representations.
The outputs of the module are vectors of magnitude and
epicenter representations.

2) The prior knowledge-guided prediction module generates
multilevel activation features by fusing earthquake representa-
tions and prior knowledge (e.g., fault distribution and historical
earthquake representations). The module makes earthquake
predictions using a two-layer fully connected neural network
based on the generated multilevel activation features.

Two modules are simultaneously optimized by an adaptive
multitask loss function (i.e., an earthquake pattern-constrained
loss for the earthquake event representation module and a
prediction loss for the prior knowledge-guided prediction
module).

The details of these two modules and the multitask loss
function are presented in Sections III-B–III-D.

B. Earthquake Event Representation Module

In this module, the event representations are learned from
observed electromagnetic and geoacoustic data from a sparse
station network and historical earthquake data. Using sparse
electromagnetic and geoacoustic data, we develop a PRGN
to learn the representations of earthquake events. Guided by
the wave equation that describes the relationship between
electromagnetic waves and geoacoustic waves in time and
space, the PRGN adaptively embeds the observed data while
maintaining physical consistency. We use a seven-layer fully
connected neural network [4] to compute the representations
of earthquake events based on historical earthquake records
(e.g., magnitude, epicenter, and occurrence timestamp) and
seismic indicators (e.g., b-value and seismic energy) calculated
from earthquake catalogs. The representations from the two
types of data (i.e., observed electromagnetic and geoacoustic
data and earthquake catalog) are fused into an earthquake event
representation vector e through two fully connected layers.
It may be difficult to find earthquake event representations
that are similar in both magnitude and epicenter. Therefore,
each representation vector e is divided into a magnitude
representation and an epicenter representation by an auxiliary
constraint task to facilitate the search for more earthquakes
with similar patterns in magnitude or epicenter.

To facilitate the embedding of observed electromagnetic
and geoacoustic data, we define a graph G = (V , E) with
N observation stations as its set of nodes V and pairwise
intercorrelations calculated by Gaussian distance decay-based
functions [52] as its set of edges E. v

(l)
i , i = 1, 2, . . . , N

represents the i th node’s attributes at time step l. Inspired
by the gated graph neural network [53], PRGN adopts a
hybrid architecture that uses graph neural networks (GNNs) to
capture spatial–temporal correlations among observation sta-
tions and uses gated recurrent units (GRUs) to learn temporal
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Fig. 1. Earthquake prediction method: 1) the earthquake event representation module produces event-oriented embeddings for each earthquake event
using observed electromagnetic and geoacoustic data and historical earthquakes via the PRGN and a fully connected neural network [4] and 2) the prior
knowledge-guided prediction module predicts the magnitude and epicenter of earthquakes in the following week using multilevel activation features fused
from earthquake representations and prior knowledge by seismic prior knowledge activation layers. Two modules are simultaneously optimized by an adaptive
multitask loss.

Fig. 2. Illustration of the physics-informed recurrent graph network (PRGN). PRGN produces seismic embeddings from observed precursor data. (a) Each
PRGU has two physics-informed GNN blocks to process observed precursor data Ol and hidden memories H l . The updated memories are used as input for
the next PRGU. (b) Output of physics-informed GNN blocks (i.e., the updated node attributes O ′

l+1) is the weighted sum of spatial neighbors’ attributes in
Ol+1 and previous attributes in Ol .

dynamics of consecutive time steps. The update function of
GNN incorporates the attribute information of stations from
three consecutive time steps based on the wave propagation
law. If the input of the GNN block is observed precursor
data, the updated attribute information is electromagnetic and
geoacoustic data; if the input of GNN block is hidden memory
of GRU, the updated attribute information is the hidden
state of GRU. The pipeline of PRGN is shown in Fig. 2,
and the computation of observation data embeddings can be

written as follows:
Zl+1 = σ

(
goz

[
Ol , Ol+1

]
+ ghz

[
H l−1, H l

])
Rl+1 = σ

(
gor

[
Ol , Ol+1

]
+ ghr

[
H l−1, H l

])
H ′

l+1 = ι
(
goh

[
Ol , Ol+1

]
+ R◦

l+1ghh
[
H l−1, H l

])
H l+1 = (1 − Zl+1)

◦ H ′

l+1 + Z◦

l+1 H l

(2)

where Ol and H l represent the observed data feature matrix
and hidden memories at time step l, respectively. Zl+1 is an
update gate that determines which previous memories are kept
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in the current time step, and Rl+1 is a reset gate that determines
how new inputs are combined into the current memory. g(·)

represents a GNN block derived from the physical law of wave
equation. The subscript letters o, z, h, and r of g(·) correspond
to O, Z, H, and R and indicate the input and output type of
g(·). For example, goz denotes a function of g(·) with the
inputs of Ol and Ol+1 and output of Zl+1. σ is the sigmoid
function. ι is the leaky Relu function.

As shown in (3), the wave equation [54] in g(·) describes the
relationship of waves (including electromagnetic waves and
geoacoustic waves) in time and space

∂2v

∂t2 = c2
∇

2v (3)

where v = v(x, t) represents the wave amplitude at position
x and time t, c is the propagation velocity, and ∇

2 is the
Laplace operator. The left term describes the variation of the
amplitude with time and the right term describes the variation
of the amplitude in space.

To integrate the wave equation into the GNN block,
we replace (∂2v/∂t2) by the temporal variation of node
attributes (v

(l+2)
i − v

(l+1)
i )-(v(l+1)

i − v
(l)
i ), which describes the

difference in the node attribute value vi between l, l + 1,
and l + 2. We use the spatial variation of node attributes∑

j :(i, j)∈E w′

i j (v
(l+1)
i − v

(l+1)
j ), i.e., the weighted sum of the

difference between the node attribute values of vl+1
i and its

adjacent nodes, to replace ∇
2v. w′

i j is the weight on the edge
from i to j. Introducing the above two terms into (3), we derive
as follows:(

v
(l+2)

i − v
(l+1)

i

)
−

(
v

(l+1)

i − v
(l)
i

)
= c2

∑
j :(i, j)∈E

w
′

i j

(
v

(l+1)

i − v
(l+1)

j

)
+ r g

i j

=

∑
j :(i, j)∈E

w
g
i jv

(l+1)

j +r g
i j (4)

where rg
i j is a residual term, which accounts for the deviations

caused by the transformation of the theoretical equation. This
process is inspired by the loss of the diffusion equation
constraints [55].

The right term of (4) is simplified as the weighted sum of
the attribute values of node i and its adjacent nodes. c2 and
w′

i j are combined into w
g
i j , which becomes the weight of the

attribute values of node i or its adjacent node j . Finally, we can
derive the update function as (5), where w

g
i j and rg

i j can be
learned as optimal values during training. Note that v′

i is the
vector of the updated node attributes

v
′

i = v
(l+1)

i +

(
v

(l+1)

i − v
(l)
i

)
+

∑
j :(i, j)∈E

w
g
i jv

(l+1)

j +r g
i j . (5)

As shown in Fig. 2, the first physics-informed recurrent
graph unit (PRGU) takes O1 and O2 and H0 and H1 as
inputs. O1, O2∈RN×k represent the observed data on the first
and second day of the t th week. H0 and H1 ∈ RN×32 are
initialized to two all-zero matrices. The top GNN block g(·)

updates the node attributes based on both spatial neighbors’
attributes and previous attributes for observed data O1 and O2.
The bottom GNN block g(·) updates the node attributes for

memories H0 and H1. Then, the gated units compute the
next memory H2∈RN×32 based on updated observed data
and memories. The second PRGU takes O2 and O3 and
H1 and H2 as inputs to compute the next memory H3. The
operation of PRGU is repeated until all observed data are used.
We can use the final memory as the representation for the
current observed precursor data.

After obtaining the representations of the observed precursor
data, we use a seven-layer fully connected neural network
[4] to compute earthquake event representations for the earth-
quake catalog based on φ(q1

t , . . . ,q15
t ) (i.e., information of the

last 15 earthquakes and eight associated seismic indicators).
The information about earthquakes includes magnitude, time
of occurrence, epicenter longitude and latitude, and seismic
energy. The details of the eight seismic indicators are described
in Section IV-A. The earthquake information and indicators
are used as the inputs, which have 83 channels. The numbers
of hidden channel and output channels are set as 50 and 32,
respectively.

The representations of the observed precursor data and the
earthquake catalog are fused into the final earthquake event
representation e∈RN×64 by two fully connected layers. The
final event representation is divided into two parts: 1) the
magnitude representation, which contains mainly magnitude
information, and 2) the epicenter representation, which con-
tains mainly epicenter information. This division helps to find
more earthquake representations with similar magnitudes or
epicenters, which is useful for earthquake prediction. We add
an auxiliary task to predict the magnitude and epicenter based
on the magnitude and epicenter representations, respectively.
The earthquake pattern-constrained loss of the auxiliary task
is of the same form as that of the main task (i.e., the
prediction task). The details of the loss function are given
in Section III-D.

C. Prior Knowledge-Guided Earthquake Prediction Module

The integration of seismic prior knowledge (e.g., earthquake
representations and fault distribution) helps to make accu-
rate and physics-informed earthquake predictions. We develop
multiple seismic prior knowledge activation layers that serve
to activate prior knowledge and event representations in a
reciprocal manner, with the goal to generate multilevel acti-
vation features for joint magnitude and epicenter prediction.
The multilevel activation features consist of activation features
extracted from different seismic prior knowledge activation
layers, which are concatenated in order to make full use of
the different features of the different layers. The seismic prior
knowledge used in our work is given as follows.

1) Historical Earthquake Representations: Before predic-
tion, we find similar magnitude and epicenter represen-
tations of the current event that is being predicted based
on cosine similarity.

2) Spatial Distribution of Faults [56]: The spatial distribu-
tion of faults is processed as gridded data with a spatial
resolution of 0.25◦. Each grid takes a value of 0 or 1 to
mark the presence or absence of faults in the grid. The
height and width of fault data in the study region are
48 and 36, respectively.
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3) Conditional Probability of Earthquake Recurrence: The
conditional probability of earthquake recurrence is com-
puted considering both faults and historical earthquakes.
We use the Brownian process time model [57] to cal-
culate the conditional probability of earthquake recur-
rence for earthquake with magnitude above a magnitude
threshold for each fault. Based on the difference in activ-
ity caused by different faults and different geographi-
cal locations, we extend the conditional probability of
earthquake recurrence on a fault to the whole study
region. p fi represents the conditional probability of
earthquake recurrence of fault fi . For any location j in
the study area, the conditional probability of earthquake
recurrence p j is computed as the sum of conditional
probabilities on faults weighted by fault activity and
activity at j
p j =

1
|N ( j)|

∑
i∈N ( j)

w
p
j, fi

p fi

w
p
j, fi

= exp

[
−

(
p fi − pmax

)2

2σ 2
p

−
d2

j, f j

2σ 2
d

−
r2

j

2σ 2
r

] (6)

where w
p
j, f j

is the weight of contribution of f j to the proba-
bility of earthquake recurrence at location j , computed by an
independent Gaussian function. d j, f j is the distance between
j and f j . r j represents the number of historical earthquakes.
Using 3.5, 4.5, and 5.5 as the magnitude thresholds, we com-
pute the conditional probability of recurrence for earthquakes
with magnitude above 3.5, 4.5, and 5.5, respectively. Thus,
the size of prior knowledge of the conditional probability of
earthquake recurrence is 48 × 36 × 3.

We use fully connected layers and CNN [28] to embed
historical event representations, grid data of faults, and condi-
tional probability of earthquake recurrence in the whole study
region into a low-dimensional vector k to represent seismic
prior knowledge.

After the earthquake event representation e and seismic
prior knowledge embedding k are produced, they can be
concatenated for earthquake prediction. However, it is not
clear which one or which dimension is more important for
earthquake prediction. We design prior knowledge activation
layers to distill useful information from the earthquake event
representation e and seismic prior knowledge embedding k via
activation gates.

As shown in Fig. 3, the workflow of the seismic prior
knowledge activation layer is given as follows. First, the event
representations activation gate ue

∈ RN×64 and the prior
knowledge activation gate uk

∈ RN×64 are computed based
on the current event representation e and prior knowledge
embedding k, corresponding to the first equation in (7).
Then, the two activation gates are used to activate the use-
ful information and filter out the useless information of
event representations e and prior knowledge embedding k,
respectively. The activated event representation e′

(activated
prior knowledge embedding k

′

) is the Hadamard product of
e and ue ( k and uk), corresponding to the second (and third
equation) in (7). The activated e′

and k
′

will be used as
input for the next seismic prior knowledge activation layer.

Fig. 3. Seismic prior knowledge activation layers. The event representations
activation gate ue and the prior knowledge activation gate uk are computed
based on the current event representation and prior knowledge and are used to
activate the useful information of event representations and prior knowledge
respectively. The activated event representations e′ and prior knowledge k′

will be used as input for the next seismic prior knowledge activation layer
and are summed as output. These activation layers output multilevel activated
features for the joint forecasting of earthquake magnitude and epicenter.

The above steps are repeated for each layer. Finally, multilevel
activated features are outputted for earthquake predictions. The
above process can be formulated as follows:

uk, ue
= σ(W [k, e] + b)

k
′

= ukk
e

′

= uee
f

′

= k
′

+ e
′

(7)

where W and b are learnable parameters used to compute the
gates uk and ue based on the current event representation e and
the prior knowledge embedding k. σ is the sigmoid function.

In our model, we implement and deploy two seismic prior
knowledge activation layers. Based on the first layer activa-
tion feature f

′

and the second layer activation feature f
′′

,
we predict the magnitude and epicenter jointly by two fully
connected layers. The number of channels in the last fully
connected layer is set to 3 to generate three elements of
earthquake simultaneously: magnitude, longitude, and latitude
of the epicenter.

D. Loss Function

To perform the earthquake magnitude and epicenter fore-
casting tasks simultaneously, we propose an adaptive multitask
loss function that contains a prediction loss Lprediction for the
magnitude and epicenter prediction tasks and a pattern con-
straint loss Lconstraint for modeling the constraint imposed by
magnitude and epicenter patterns. Given that the magnitudes
and epicenter distribution are not uniform, a class imbalance
problem arises, for which we integrate the probability of
earthquake occurrence of a given magnitude and a given
location into the prediction loss. We increase the weights
of low occurrence examples during training to avoid the
clustering of prediction results in areas with high earthquake
occurrence.

The loss for the magnitude prediction task is given as
follows:

Lmagnitude =
1
n

n∑
i=1

f m(mi )
(
mi − m̂i

)2
(8)
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where mi and m̂i represent the observed and predicted earth-
quake magnitudes, respectively. f m(·) is a mapping function
that uses observed magnitude as input to compute the balanced
weight for the current sample based on the occurrence prob-
ability p(mi ) of earthquakes with magnitude greater than mi

in the study region. p(mi ) is computed by a magnitude prob-
ability density function [58], which is based on Gutenberg–
Richter’s law [35] f m(mi ) =

µ1

p(mi ) + µ2

p(mi ) = b′
×10−b′(mi −mmin)

(9)

where µ1,µ2> 0 are constants we choose. µ1 is used to ensure
that the loss weights are higher than 1 because of the need to
amplify the loss of low-probability events. µ2 is used to avoid
the error of dividing by 0. b′

= (b−value/ log10 e). mmin is
the minimum magnitude in the complete earthquake catalog.

Similarly, the loss for the epicenter prediction task can be
computed by

Lepicenter =
1
n

n∑
i=1

f y( yi
)
| yi − ŷi | (10)

where yi and ŷi represent the observed and forecast earth-
quake epicenter vectors consisting of the longitude and latitude
of the predicted earthquake, respectively. The norm of yi − ŷi

is the distance between the observed and predicted earthquake
epicenters. f y(·) is a mapping function that computes the
balanced weight for the current sample based on the distance
to the nearest faults

f y( yi
)

= µ3 exp

[
−

(
d yi

µ4

)2
]

+ µ5 (11)

where µ3 < 0 and µ4, µ5> 0 are the constants we choose.
µ4 is the bandwidth. µ5 is used to ensure that the loss weights
are higher than 1.

The prediction loss is the sum of the magnitude prediction
loss and the epicenter prediction loss

Lprediction = Lmagnitude+exp(−ω)Lepicenter + λω (12)

where exp(−ω) is the weight that regulates the two loss
contributions of magnitude prediction and epicenter prediction
tasks, ω is trained by the adversarial process between exp(−ω)

and λω, and λ is the weight of ω.
The earthquake pattern-constrained loss takes the same form

as the prediction losses, except that “predicted” magnitude
and epicenter are computed directly from the magnitude
and epicenter representations of earthquake events, rather
than multilevel activation features that incorporate seismic
prior knowledge. The earthquake pattern-constrained loss is
used to drive the useful magnitude and epicenter information
being implied in the magnitude and epicenter representations,
respectively, facilitating the search for similar earthquake
representations.

The total loss is the sum of the prediction loss and the
earthquake pattern-constrained loss

L total = Lprediction+βLconstraint (13)

where β is the weight that regulates the contribution of the two
types of losses. During training, the losses are backpropagated
to respective modules to train the model.

IV. DATA DESCRIPTION AND EXPERIMENTAL SETTINGS

A. Data Description

The experiments were conducted on AETA observation data
provided by the Peking University Shenzhen Graduate School
[17] and earthquake catalogs provided by the China Earth-
quake Networks Center [59]. The AETA dataset (i.e., observed
electromagnetic and geoacoustic data) includes 95 features
from 158 stations in the study region from 2017 to 2022. The
earthquake catalogs provide information on occurrence time,
magnitude, longitude, and latitude of the earthquakes. Based
on the earthquake catalog data, we calculated eight seismic
indicators, including elapsed time, mean magnitude, the rate
of square root of seismic energy, slope of Gutenberg–Richter’s
law curve (b-value), mean square deviation, magnitude deficit,
mean time, and coefficient of variation, which are useful
indicators for describing earthquakes [22]. The study region is
bounded by 22◦N–34◦N and 98◦E–107◦E and has historically
experienced a large number of earthquakes. We used four
years of data from January 2017 to December 2021 for
training and six months of data from January 2022 to July
2022 for testing. Each training or testing sample consists of
observed precursor data [O1, . . . ,O l , . . . ,O7]t∈R7×95×285 in
the t week, features of last 15 earthquakes φ(q1

t , . . . ,q15
t )∈R83

before the t + 1 week, prior knowledge (faults ∈R48×36,
conditional probability of earthquake recurrence ∈R48×36×3,
and historical event representations ∈R512) and a label vec-
tor q t+1∈R3 (the largest earthquake’s magnitude, epicenter
longitude, and latitude in the t + 1 week). During testing,
the proposed STPiDN predicts the largest earthquake in the
coming week based on model input of every sample and uses
their labels for evaluation.

B. Implementation Details

The prediction model was implemented in python 3.8 using
torch1.1.0. All tests were conducted on a desktop machine
with an NVIDIA GeForce GTX 2080Ti GPU, a 3.6-GHz
Intel Core i9-9900K processor, and 32 GB of memory. The
model was trained for 145 000 iterations using Adam with
a learning rate of 0.0005. In the first 14 500 iterations,
we pretrain the earthquake event representation module (with
the earthquake pattern-constrained loss) in order to offer
sufficient prior knowledge for subsequent training of the prior
knowledge-guided prediction module. Initially, the batch size
was set to 5 and then was set to 1 for fine-tuning. We set µ1 =

b′
+ 1, µ2 = 1 in (9), µ3 = −1, µ4 = 50, µ5 = 2 in (11),

and λ = 0.05 in (12) β = 1 in (13) because, empirically, this
configuration led to the best prediction results in the tests.

The time costs of the proposed STPiDN (0.956 s), PRGN
(0.187 s), and seismic prior knowledge activation layers
(0.001 s) are not significant for the earthquake prediction task.
The losses and parameters converged well during training.
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C. Experimental Settings

We use F1 score, mean absolute percentage error (MAPE),
and mean distance error (MDE) to evaluate the prediction
performance of the proposed prediction model for earthquake
occurrence (magnitude ≥ 3.5), magnitude, and epicenter,
respectively

F1__score =
2 × Precision × Recall

Precision + Recall
(14)

where Precision =TP/(TP + FP) and Recall =TP/(TP + FN).
TP is the number of times the model correctly predicts an
upcoming earthquake. TN is the number of times the model
does not trigger an alarm and no earthquake occurs. FP is the
number of times the model triggers an alarm but no earthquake
occurs. FN is the number of times the model does not trigger
an alarm but earthquakes occur. Note that earthquakes with
magnitude less than 3.5 are ignored and will not be predicted.
Higher F1 scores indicate better performance.

MAPE evaluates the magnitude prediction error when
upcoming earthquakes are correctly predicted. The MAPE can
be calculated as follows:

MAPE =
1
n

n∑
i=1

|m̂i − mi |

mi
× 100% (15)

where mi and m̂i represent the observed and forecast earth-
quake magnitudes, respectively. MAPE is chosen because
the absolute error can mitigate the impact of the magnitude
imbalance problem on the evaluation.

MDE is the average distance between the observed and
predicted epicenters when upcoming earthquakes are correctly
predicted

MDE =
1
n

n∑
i=1

| yi − ŷi | (16)

where yi and ŷ represent the observed and predicted earth-
quake epicenter vectors consisting of longitude and latitude,
respectively. The norm of yi − ŷi is the distance between the
observed and predicted earthquake epicenters.

The performance of the proposed prediction model was
compared with five popular baseline models.

1) FcNN [4]: The deep fully connected neural net-
work (FcNN) consists of seven fully connected layers
and performs well in aftershock earthquake prediction.

2) CNN [28]: A network with five convolutional lay-
ers and two fully connected layers was used to pre-
dict the probability of upcoming earthquakes with
magnitude ≥ 4.

3) RCNN [31]: A recurrent CNN was used to predict
the occurrence of earthquakes with magnitude above a
threshold in grid cells.

4) STSGCN [60]: Based on the spatial–temporal syn-
chronous modeling mechanism, the spatial–temporal
synchronous graph convolutional networks capture
localized spatial–temporal correlations and heterogene-
ity for spatial–temporal network data prediction.

5) ConvLSTM [61]: A multitask ConvLSTM encoder–
decoder, which was originally used for crowd density

TABLE I
COMPARISON OF EARTHQUAKE OCCURRENCE, MAGNITUDE, AND
EPICENTER FORECASTING PERFORMANCE. TEST WAS REPEATED

FIVE TIMES. MEAN AND STANDARD DEVIATIONS OF THE
EVALUATION METRICS ARE REPORTED. JointF DOES

NOT HAVE RESULTS FOR MDE BECAUSE IT DOES
NOT PERFORM EPICENTER PREDICTIONS

and crowd volume prediction tasks, was used for the
prediction of earthquake occurrence (magnitude ≥ 3.5),
magnitude, and epicenter in this study.

These compared baselines involve a variety of commonly
used deep learning techniques, such as NN, CNN, GNN, and
ConvLSTM. Three of compared baselines (i.e., FcNN, CNN,
and RCNN) were originally designed for earthquake prediction
and performed well in earthquake prediction [4], [28], [31].
These baselines can be readily used for spatiotemporal event
prediction and thus were selected for performance comparison
in the study. In order to keep the inputs consistent across
models, earthquake precursor data and prior knowledge (fault
distribution and conditional probability of earthquake recur-
rence) were also fed into the baselines after being processed
into a suitable form.

In addition to the baseline models described above, we also
performed an ablation study by evaluating the prediction
performance of four variants of the proposed model.

1) STPiDN-LOSS: This model considers only the MSE
loss.

2) STPiDN-PRGU: This model replaces the PRGU with a
vanilla recurrent graph network.

3) STPiDN-PKAL: This model replaces the seismic prior
knowledge activation layers with a fully connected layer.

4) STPiDN-JointF: This model does not perform multitask
prediction and performs only magnitude prediction.

V. EXPERIMENTAL RESULTS AND ANALYSIS

A. Comparison With Baselines

We compared the performance of STPiDN with the base-
lines and its four variants in forecasting the largest earthquake
in the study area in the coming week. Table I shows the
evaluation results for earthquake occurrence, magnitude, and
epicenter prediction performance. Compared with baselines,
STPiDN provides a better F1 score, MAPE and MDE, and
small standard deviations of these metrics. This indicates that
the proposed STPiDN shows a good and stable performance in
earthquake prediction. The F1 score of ConvLSTM is higher
than other baselines, which is probably caused by the multitask
learning used in ConvLSTM. STSGCN does not perform well
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in MAPE and MDE because earthquake forecasting is more
challenging compared to traffic prediction due to its stochastic
and complex physical processes. The STPiDN outperforms
FcNN by a large margin because the STPiDN integrates
observed precursor data and seismic prior knowledge in a
physics-informed manner.

B. Ablation Study

Table I also shows the results of the ablation study. We eval-
uated the contribution of four components in STPiDN: the
PRGUs, earthquake prior knowledge activation layers, the
adaptive loss function, and the joint magnitude and epicenter
forecasting scheme. The evaluation of these components cor-
responds PGRU, PKAL, LOSS, and JointF. The differences
between JointF and LOSS are that: 1) LOSS still forecasts
magnitude and epicenter jointly but uses the MSE loss in all
tasks and 2) JointF uses only the magnitude prediction loss and
earthquake pattern-constrained loss for magnitude prediction.

JointF provides the lowest F1 score among the four vari-
ants, indicating that joint magnitude and epicenter forecasting
performs better than single-task forecasting because magnitude
and epicenter forecasting tasks are related and can complement
each other for promoting forecasting performance. Compared
to other variants, the F1 score of JointF decreases most
significantly, indicating that joint forecasting plays the most
important role in STPiDN. The F1 score of PRGU is slightly
lower than that of STPiDN, suggesting that the integration of
wave equation in the update function of GNN blocks plays an
important but minor role in earthquake occurrence forecasting.
The poor performance of MDE of PKAL may be caused
by the insufficient integration of prior knowledge, such as
fault distribution that is useful for epicenter prediction. JointF
provides the lowest MAPE.

The ablation study shows that: 1) in terms of earthquake
occurrence prediction performance, the most useful component
is the multitask learning scheme, while the PRGUs are the
least important; 2) the integration of prior knowledge plays an
important role in earthquake epicenter prediction; and 3) the
components of STPiDN complement each other to promote
earthquake magnitude and epicenter prediction performance.

C. Visual Analytics of Forecast Earthquakes

In addition to the quantitative performance metrics, we also
made a visual comparison of actual and predicted epicenters in
the study region. Fig. 4 shows the weekly predicted epicenters
of STPiDN and its variant PKAL with the corresponding
actual epicenters from January 7, 2021 to July 14, 2021 (total
25 weeks). Earthquakes (magnitude 3.5 or greater) occurred
in 13 of the 25 weeks with no earthquakes in the remaining
12 weeks.

It can be observed from Fig. 4(a) that: 1) most of the
earthquake events can be correctly predicted by STPiDN
and 2) most of the predicted epicenters are within 300 km
of the actual epicenters, especially in the southwest where
some of the offsets are within 100 km. These observations
show that our method is able to capture some occurrence
patterns of earthquakes. There is one missed earthquake

Fig. 4. Comparison of weekly predicted earthquakes and actual earthquakes
from January 7, 2021 to July 14, 2021. The topographic map was produced
using the data provided by the Shuttle Radar Topography Mission [62].
Yellow dots represent actual earthquakes that are correctly predicted. Red
dots represent missed earthquakes. Blue dots represent predicted earthquakes.
Black arrows point from the predicted earthquakes to the corresponding actual
earthquakes. The dots are slightly offset to avoid visual occlusions. The MDE
is the average distance between the observed and predicted epicenters. The
earthquakes for training [represented by yellow dots in (d)] were collected
from January 2017 to December 2021, while the earthquakes for testing
[represented by green dots in (d)] were collected from January 2022 to July
2022. (a) STPiDN (MDE = 271 km). (b) STPiDN-PKAL (MDE = 466 km).
(c) ConvLSTM (MDE = 374 km). (d) Earthquakes for training and testing.

and three earthquakes with epicenters offset over 400 km.
To find out the reason why STPiDN made mistakes on these
events, we analyzed similar event representations with these
events. We found that similar event representations of the
missed earthquake are almost from events without earthquake
occurrence. This means that the representation of the missed
earthquake is not close to earthquake events in the latent
space. The reason for large epicenter offsets is that it is
difficult to find similar epicenter representations due to the
spatial sparsity of earthquakes. The prediction performance
can be further promoted by improving the earthquake event
representations. As can be seen in Fig. 4(b), without PKAL,
the predicted epicenters tend to be concentrated in the central
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Fig. 5. Comparison of earthquake prediction performance of STPiDN on
training samples of different sizes. The black dots indicate the average values
of F1 score and MDE for five runs.

region, indicating that PKAL can improve the localization of
epicenter of future earthquakes by the effective integration of
prior knowledge.

D. Evaluation of the Effect of Sample Sizes

We compared the prediction performance of the proposed
STPiDN on different sizes of training samples with the best
baseline to evaluate the generalization capability of STPiDN.
Fig. 5 shows the performance of STPiDN on training samples
of different sizes (724, 543, 362, and 181 training samples),
which include 206, 161, 120, and 50 earthquakes, respectively.
When the sample size is reduced from 724 to 543, the average
F1 score of STPiDN barely decreases. When the sample size
is reduced to 362, STPiDN still provides a higher average F1
score than the best baseline ConvLSTM trained on 724 sam-
ples, suggesting that STPiDN can perform well in earthquake
occurrence prediction even with small training samples due
to its relatively good generalization capability. The MDE
values decrease rapidly as the training sample size decreases,
indicating that training on fewer training samples has a greater
adverse impact on earthquake epicenter prediction. However,
the average MDE of STPiDN trained on 543 training samples
is only 0.8 km lower than the best baseline ConvLSTM
trained on 724 training samples. The above results suggest
that STPiDN can perform well in earthquake prediction with
small training samples, which may be due to the integration
of prior knowledge that reduces the need for training sam-
ples. STPiDN can leverage similar earthquake magnitude and
epicenter representations to better capture the spatiotemporal
occurrence patterns of earthquakes, thereby reducing the need
for a large number of training samples.

E. Visual Analytics of Earthquake Event Representations

We visualized earthquake event representations learned by
STPiDN. Fig. 6 shows a t-SNE visualization of the earthquake
event representations. Fig. 6 shows that: 1) there is a clear
distinction between the latent representations of earthquake
events occurrences (earthquake with magnitude above 3.5)
and representations without earthquake occurrences; 2) earth-
quakes with large magnitudes are separated from those with
small magnitudes; and 3) representations of larger earthquakes
are more distant from the representations without earthquake
occurrences than those of smaller earthquakes. These findings

Fig. 6. t-SNE visualization of the earthquake event representations learned by
STPiDN. Events are represented as dots, colored according to their magnitude.

indicate that the proposed STPiDN can embed useful infor-
mation into earthquake magnitude representation, which helps
the improvement of earthquake occurrence and magnitude
prediction performance.

VI. CONCLUSION

We have introduced a data-driven approach to jointly predict
earthquake magnitude and epicenter in a physics-informed
manner. In the proposed STPiDN, we develop a PRGN
based on wave equation to represent historical seismic events.
We develop prior knowledge activation layers to fuse the
seismic prior knowledge with earthquake event representation.
We use the adaptive multitask loss to achieve joint magnitude
and epicenter forecasting, with the benefit of alleviating the
magnitude and epicenter imbalance problem. STPiDN out-
performs several existing methods on a real-world earthquake
dataset.

In our study, we found that the alleviation of magni-
tude/epicenter imbalance is critical for accurate earthquake
prediction. Uneven magnitude/epicenter distribution problem
should be considered in future earthquake prediction in terms
of data processing or loss function design. Another important
research topic is how models can predict large earthquakes
when they have not been observed in the training dataset.
We think that leveraging the similarity of historical earth-
quakes can help address this problem.

There is still much work to be done for short-term earth-
quake prediction. From the perspective of data, high-quality
precursor datasets should be created. For example, when
arranging the location of stations, we need to consider both the
locations of the stations and the seismicity characteristics of
different locations to obtain sufficient and spatially balanced
observation data. From the perspective of modeling, advanced
prior knowledge-informed data-driven models should be devel-
oped. More seismic prior knowledge can be adequately con-
sidered, such as Bath’s law [62] and Omori’s law [63].
More efforts can be put into designing specific deep learning
model structures that incorporate seismic prior knowledge,
such as equivariance-preserving deep spatial transformer [49]
and PRGN. We believe that the integration of seismic prior
knowledge is beneficial for the prediction of earthquakes and
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the proposed PRGN is possible to be applied in other regions
if the required seismic data are available for these regions.
This topic can be explored in future research.

Moreover, focal depth is worth exploring in data-driven
earthquake forecasting because it indicates the tectonic back-
ground of earthquakes and seismicity patterns. Focal depths
and epicenters encode spatial information of earthquakes.
The spatial distribution pattern analyzed from historical focal
depths and epicenters can facilitate earthquake prediction
and prevention. Moreover, intensity represents the extent of
damage caused by earthquakes and can be calculated based
on focal depth. In the current model, we did not explicitly
account for the focal depth information. The multitask learning
scheme used in the current model (magnitude prediction task,
epicenter prediction task, and event representation constraint
task) is overly complicated. The focal depth prediction task
was not considered in the current model due to the model
convergence problem (e.g., overfitting) caused by the complex
model structure. In the future work, we will develop a parsi-
monious model that incorporates the focal depth prediction
subtask.

APPENDIX

A. Details of Preprocessing and Entries of the Training
Dataset

The observed electromagnetic and geoacoustic data pro-
vided by AETA includes 95 features per 10 min from
158 stations from 2017 to 2022. The electromagnetic and
geoacoustic data are stored in the EXCEL format by week
and station. We read these data in python and concatenated
all the data together to form a tensor with a size of Time ×

Station_number × Feature_number. We excluded stations that
were not operational continuously from 2017 to 2022 or with
severe data missing problems. The final number of stations
used in the study was 95. A week of data with a temporal
resolution of 10 min forms a tensor with a size of 1008 ×

95 × 95 (Time = 7 × 24 × 6 = 1008). To simplify the input,
we only kept the mean, maximum, and minimum values for
each feature for each day. Thus, the time dimension was sim-
plified to seven days, while the feature dimension became 95 ×

3 = 285. Finally, the size of the input, i.e., weekly observed
precursor tensor [O1, . . . ,O l , . . . ,O7]t is 7 × 95 × 285. The
size of O l , i.e., the data on the lth day of the t th week, is 95 ×

285. The proposed PRGN literately processes O l by PRGU
to produce seismic embeddings from observed precursor data
[O1, . . . ,O l , . . . ,O7]t .

The entries of the training dataset include: 1) observed pre-
cursor tensor [O1, . . . ,O l , . . . ,O7]t in the t week; 2) features
of last 15 earthquakes φ(q1

t , . . . ,q15
t ) before the t + 1 week;

3) prior knowledge; and 4) label vector q t+1 (the largest
earthquake’s magnitude, epicenter longitude, and latitude in
the t + 1 week).

1) Observed precursor tensor [O1, . . . ,O l , . . . ,

O7]t∈R7×95×285. The tensor size of the observed precursor
is 7 × 95 × 285; 7 represents the number of days of
inputs, 95 is the number of stations of inputs, and 285 is
the number of features for each station, corresponding to
the mean, maximum, and minimum values for one day of

95 features provided by AETA. The observed precursor tensor
is embedded into event representation vectors by PRGN.

2) Features of the last 15 earthquakes φ(q1
t , . . . ,q15

t ) ∈R83

consist of five basic types of information of the last 15 earth-
quakes and eight associated seismic indicators. The five basic
types of information about earthquakes include magnitude,
time of occurrence, epicenter longitude and latitude, and
seismic energy. The eight seismic indicators are elapsed time,
mean magnitude, the rate of square root of seismic energy,
slope of Gutenberg–Richter’s law curve (b-value), mean square
deviation, magnitude deficit, mean time, and coefficient of
variation. The size of φ(q1

t , . . . ,q15
t ) (83) is the sum of the

number of basic information of the last 15 earthquakes and
the number of seismic indicators (5 × 15 + 8). The features
of the last 15 earthquakes are fused into event representation
vectors by fully connected layers.

3) Prior knowledge includes a fault map ∈R48×36, a con-
ditional probability of earthquake recurrence ∈R48×36×3, and
historical event representations ∈R512. The first two priors are
gridded data with a size of 48 × 36. Each grid in the fault
map takes a value of 0 or 1 to mark the presence or absence
of faults in the grid. The conditional probability of earthquake
recurrence represents the conditional probability of recurrence
for earthquakes with magnitude above 3.5, 4.5, and 5.5 in each
grid. The historical event representations are the concatenation
of eight event representations that are similar to the current
event representation. The size of each event representation
is 64. The size of historical event representations is 512
(i.e., 64 × 8). These data are fused into prior knowledge
embedding by CNN and fully connected layers.

4) Label vector q t+1∈R3 includes the magnitude, longitude,
and latitude of epicenter of the largest earthquake in the
t + 1 week. The label vector q t+1 is used as ground truth
during training and evaluation.
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